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Abstract
There is a mismatch between specification and verification
tooling for hardware. The modal logic required to correctly
specify sequential designs is difficult to interpret using the
first-order logic (FOL) supported by SMT-based verification
tools. In this work, we propose to close this gap via the design
of an Intermediate Representation (IR) and an incremental
lowering that would allow for temporal expressions to be
encoded as synthesizable hardware without the need for ex-
pensive formulae monitoring automata. By lowering these
expressions to synthesizable hardware inside of a general-
ized compiler such as CIRCT, we create a single point of
truth for these expressions, allowing them to be understood
and handled by any verification tool that supports synthe-
sizable Verilog. This will allow any of CIRCT’s frontends,
including SystemVerilog, to utilize temporal expressions in
the specification of their designs and verify them without
the need for commercial verification tools. This contributes
towards creating a fully open-source hardware verification
ecosystem.

1 Introduction
While hardware verification tooling has improved [7, 8, 11,
20], writing specifications for these tools remains an arduous
task. A fundamental disconnect is present between common
sequential designs specified in modal logics (like LTL [16]),
and the logics understood by underlying SMT-based verifi-
cation tools (usually FOL) [3, 6, 14]. Supporting LTL spec-
ifications requires an expensive and complex lowering to
synthesizable hardware through the creation of formulae-
monitoring Büchi automata [4, 5, 9, 12, 19]. Existing tools
such as Yosys [20] have supported this conversion through
a series of hard-coded special cases, focusing mainly on the
most common properties expressed using SystemVerilog As-
sertions (SVA) [1] – a sub-language of SystemVerilog that can
express temporal specifications using sequences and proper-
ties. As a result, modern high-level hardware languages have
been forced to rely on commercial tools for SystemVerilog
to be able to support temporal expressions.

We need a way to guarantee support for temporal specifica-
tions in all open-source verification tools without requiring
this repeated complex lowering to take place in every solver.

We call for a generic design for expressing and lowering tem-
poral expressions via a new intermediate representation (IR),
enabling expressive specifications and verification directly in
the language’s compiler. CIRCT [10] is an MLIR [13]-based
compiler infrastructure for hardware description and ver-
ification that was proposed as a solution to unify the dis-
jointed set of domain-specific hardware compilers into a
single generic tool. In this work, we redesign CIRCT’s ltl
dialect [17], and propose a set of lowerings to incrementally
convert these expressions into synthesizable hardware. Cru-
cially, choosing CIRCT enables this specification expressivity
in all of CIRCT’s frontends such as Chisel [2], Magma [18],
Kanagawa [15], or SystemVerilog [1]. With this proposed
IR, all of CIRCT’s frontends will be able to express temporal
specifications in a manner that is supported by all standard
open-source verification tools.

2 High-Level Overview
To demonstrate the efficacy of our IR at encoding temporal
expressions, consider the statement "if a followed by b after
one cycle followed by c after another cycle, then d will hold
followed by e after one cycle", written using SVA [1]:
((a ##1 b) ##1 c) |-> (d ##1 e)

We start by identifying the smallest sub-expressions, i.e. ex-
pressions comprised of a single operator and two operands.
In the case of our example these are (a ##1 b), (ab ##1 c),
(d ##1 e), and abc |-> de. We can then iteratively fold
these separate blocks until we are left with a single large
block. This final block can then be implemented as synthesiz-
able hardware, where delays become shift-registers, as it no
longer contains any modal logic elements. For our example,
this process is illustrated in Figure 1.

3 IR Design
The goal of the IR design is to allow for a centralized repre-
sentation of an arbitrary set of temporal expressions loosely
following the syntax of SVA properties. These typically de-
scribe sequences of events that are compared to each other
using high-level logical operators. In practice, expressions
like the one in our example represent an automata in which
each node is a logical comparison performed at a given clock
cycle. Our IR explicitly encodes this underlying structure,
while following three design principles: expressivity (should

1



Amelia Dobis, Fabian Schuiki, and Mae Milano

%de = ltl.seq {
  %d_1 = ltl.delay %d, 1 : i1
  %res = comb.and %d_1, %e : i1
  ltl.yield %res
} : !ltl.sequence<1>

(d ##1 e)

%abc = ltl.seq {
  %a_2 = ltl.delay %a, 2 : i1
  %b_1 = ltl.delay %b, 1 : i1
  %res = comb.and %a_2, %b_1, %c : i1
  ltl.yield %res
} : !ltl.sequence<2>

(a ##1 b ##1 c)

%ltl = ltl.implication %abc,%de

%ltl = ltl.seq {
  %a_3 = ltl.delay %a, 3 : i1
  %b_2 = ltl.delay %b, 2 : i1
  %c_1 = ltl.delay %c, 1 : i1
  %abc = comb.and %a_3, %b_2, %c_1 : i1
  %d_1 = ltl.delay %d, 1 : i1
  %de = comb.and %d_1, %e : i1
  %res = ltl.implication %abc,%de
  ltl.yield %res
} : !ltl.property<3>

(a ##1 b ##1 c) |-> (d ##1 e)

(a ##1 b ##1 c) |-> (d ##1 e) (abc |-> de)

Figure 1. Overview of our proposed incremental lowering from an SVA property to a synthesizable expression.

support a wide variety of temporal expressions), composi-
tionality (nested sequences should lower correctly without
additional efforts), and synthesizability (properties should
be lowered to synthesizable hardware in a straightforward
manner).

The core unit of our IR is the ltl.seq operation which en-
codes a single state in our LTL automaton with the following
signature: ltl.seq (<arguments>) <body> : <type>
The optional arguments it can take represent this operation’s
predecessor states and are used to encapsulate them into Sin-
gle Static Assignment (SSA) values that can be reasoned
about as a block. The body contains the logical comparisons
that compute the result of the sequence, expressed using the
ltl.yield operation. Finally, the type of the operation can
be an !ltl.sequence or !ltl.property and is annotated
with an integer parameter that encodes the end-to-end la-
tency of this block (in cycles). This type can then be exposed
to frontend languages as a latency hint, allowing frontend
programmers to reason directly about delays (or any other
timing properties). With this core operation, we have sat-
isfied our expressivity goal: we support arbitrary logical
relations, and can reason about them across time.

4 Lowering to Synthesizable Hardware
We now focus on our two remaining goals: compositionality
and synthesizability. Compositionality is achieved through
the use of incremental folding, which allows us to simply
merge two ltl.seq operations, as illustrated in Figure 2 –
where %ab and %abc are folded into a larger sequence. The
implementation of this folding pass occurs in three steps.
First, any delay applied to an argument of a sequence is
propagated to that argument’s inputs, e.g. %a, and %b in Fig-
ure 2, which are discovered through a DFS exploration of the
argument’s yield operand. Next, we fold any consecutive
delays applied to the same input, yielding a single delay per
input. Finally, we inline the body of the argument in its place
and update the resulting type parameter to reflect the new
end-to-end latency, as shown in Figure 2. This pass can be
applied incrementally to reduce a complex expression into
a single ltl.seq block. Finally, synthesizability is achieved
by applying our lowerings until a fixed point is reached –

%abc = ltl.seq {
...

} : !ltl.sequence<2>

(a ##1 b ##1 c)

%ab = ltl.seq {
  %a_1 = ltl.delay %a, 1 : i1
  %res = comb.and bin %a_1, %b : i1
  ltl.yield %res
} : !ltl.sequence<1>

%abc = ltl.seq (%ab) {
  %ab_1 = ltl.delay %ab, 1 : i1
  %res = comb.and bin %ab_1, %c : i1
  ltl.yield %res
} : !ltl.sequence<1>

(a ##1 b)

(ab ##1 c)

Figure 2. Folding pass resulting in %abc in Figure 1.

which happens when all of the individual sequence opera-
tions have been reduced to a single operation, as illustrated
in Figure 1. This form can then be lowered to CIRCT’s core
dialects by encoding all delays as shift-registers. To ensure
an expression is only enabled when its minimum valid cycle
count is reached, we additionally introduce a global enable
register; this minimum cycle count is encoded as the type
parameter to the final, fully-folded sequence. Integrating
this simple IR design into CIRCT enables the use of SVA
property-style expressions in any verification backend that
supports synthesizable Verilog, thus improving the overall
viability of open-source verification tools.

5 Conclusion
In this work, we propose an IR design and incremental low-
ering that allows for temporal expressions to be encoded
as synthesizable hardware without the need for expensive
formulae-monitoring automata to be created. By lowering
these expressions to synthesizable hardware inside of a gen-
eralized compiler such as CIRCT, we create a single point
of truth for these expressions, allowing them to be under-
stood and handled by any verification tool that supports
synthesizable Verilog. This will allow any of CIRCT’s fron-
tends to utilize temporal expressions in the specification of
their designs, and verify them without having to rely on
commercial verification tools. The hope is that this will con-
tribute to enabling a fully open-source hardware verification
ecosystem.
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