
COS 429: Computer Vision

Lecture 10: Object detection
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Key concepts

1. Object detection evaluation
2. Deformable parts model
3. Challenges in object detection



Recognition: classification vs detection

car

Classification Detection

- Image-level label 
- Doesn’t require/assume 

object position in the image 
(blessing and curse)  

- Frequently relies on context 
- Doesn’t require counting 
- Doesn’t require delineating 

multiple instances

- Box-level label 
- Box tight around the object 

instance (blessing and curse) 
- Requires counting and 

delineating nearby instances 
- Requires finding all instances 
- May require non-max 

suppression

car car



Annotation costs

Draw a tight bounding box around the moped



Annotation costs

Draw a tight bounding box around the moped

This took 14.5 seconds (7 sec [Jain&Grauman ICCV’13], 
10.2 sec [Russakovsky, Li, Fei-Fei CVPR’15], 
25.5 sec [Su, Deng, Fei-Fei AAAIW’12])



Dataset scale and complexity
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Caltech 101 
[Fei-Fei ‘04]

Algorithms:
[Berg ’05], [Grauman ’05],

[Zhang ’06], [Lazebnik ’06], 
[Jain ’08], [Boiman ’08], 

[Yang ’09], [Maji ’09] 
[Wang ’10], [Zhou ’10], 

[Feng ’11], [Jiang ’11], …

PASCAL VOC 
[Everingham ’07]

Algorithms: 
[Chum ’07], [Felzenszwalb ’08], 

[Wang ’09], [Harzallah ’09],  
[Bourdev ’09], [Vedaldi ’09], 

[Lin ’09], [Lampert ’09], 
[Carreira ’10], [Wang ’10], 

[Song ’11], [vanDeSande ’11], …

ImageNet 
[Deng ’09]

Algorithms:
[Deng ’10], [Sanchez ’11],  [Lin ’11], 

[Krizhevsky ’12], [Zeiler ’13], [Wang ’13], 
[Sermanet ’13], [Simonyan ’14], [Lin ’14],
[Girshick ’14], [Szegedy ’14], [He ’15], …

Datasets drive
computer vision progress



PASCAL VOC benchmark



PASCAL VOC benchmark

• Person: person
• Animal: bird, cat, cow, dog, horse, sheep
• Vehicle: aeroplane, bicycle, boat, bus, car, motorbike, train
• Indoor: bottle, chair, dining table, potted plant, sofa, tv/monitor



Object detection evaluation: average precision

- give a “car” score to each window
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Precision =
NumTruePositives

NumPredictions

Recall =
NumTruePositives

NumPositives



Threshold for Correct Detection

Ground truth

Good det.

Intersection

Union

G. truth

Bad detection

Ground truth

Bad det.

≥   0.5 



• Algorithm outputs a list of bounding box 
detections with confidences 

• A detection is considered correct if 
overlap with ground truth is big enough 

• duplicate detections are penalized 

• Evaluated by average precision (AP) per 
object class 

• Overall evaluated usually by mAP 
• In competitions, also by number of 

classes won 

Everingham, Van Gool, Williams, Winn and Zisserman. The PASCAL Visual Object Classes (VOC) Challenge. 
IJCV 2010.

Object detection evaluation

All instances of all target object classes expected to be localized on all 
test images



Object detection is a collection of problems

DistanceShapeOcclusion Viewpoint

Intra-class Variation for “Airplane”

Credit: Derek Hoiem



Object detection is a collection of problems

Localization 
ErrorBackground

Dissimilar 
Categories

Similar 
Categories

Confusing Distractors for “Airplane”

Credit: Derek Hoiem



PASCAL VOC challenge

• 20 categories
• Annual (2005-2012) classification, detection, 

segmentation, … challenges

Credit: Noah Snavely



Deformable Parts Model



• What features do we use?
– intensity, color, gradient information, BOW, …

• Which machine learning methods?
– k-nearest neighbors, boosting, least squares, 

SVMs, …

• What hacks do we need to get things working?

Credit: Noah Snavely

Machine learning for object detection



Review: Person detection via Dalal Triggs

1. Represent each example with a single, fixed HoG template

2. Learn a single linear detector

Credit: Noah Snavely

N. Dalal and B. Triggs, Histograms of Oriented Gradients for Human Detection, 
CVPR 2005



Sliding window detection

Credit: Ross Girshick



Detection

Credit: Ross Girshick



Dalal&Triggs on PASCAL VOC 2007

Credit: Ross Girshick



Part-based models

Credit: Ross Girshick



Part-based models

Credit: Ross Girshick



Part configuration score function

Credit: Ross Girshick



Part configuration score function

Credit: Ross Girshick

Object Detection with Discriminatively Trained Part Based Models Pedro F. Felzenszwalb, 
Ross B. Girshick, David McAllester and Deva Ramanan. PAMI 2010



Star-structured deformable part models

Credit: Ross Girshick



Dalal-Triggs + parts

Credit: Ross Girshick



Sliding window DPM score function

Credit: Ross Girshick



DPM detection in a slide

Credit: Ross Girshick



What are the parts?

Credit: Ross Girshick



Clustering by viewpoints (aspect ratios as proxy)

Credit: Ross Girshick



DPM with mixture models

Credit: Ross Girshick

Person detection 
Without parts: AP = 0.12  
Parts but no mixtures: AP = 0.27  
Parts + mixtures: AP = 0.36



Discriminatively trained deformable parts model

Code: http://www.rossgirshick.info/latent/
Slides: http://vision.stanford.edu/teaching/cs231b_spring1213/slides/dpm-slides-ross-girshick.pdf
Paper: Object Detection with Discriminatively Trained Part Based Models
Pedro F. Felzenszwalb, Ross B. Girshick, David McAllester and Deva Ramanan. PAMI 2010



Where would DPM succeed and fail?

• Person: person
• Animal: bird, cat, cow, dog, horse, sheep
• Vehicle: aeroplane, bicycle, boat, bus, car, motorbike, train
• Indoor: bottle, chair, dining table, potted plant, sofa, tv/monitor

http://www.rossgirshick.info/latent/



How would DPM compare to SIFT+SPM?

http://host.robots.ox.ac.uk/pascal/VOC/voc2012/results/index.html

(not a perfect comparison by any means, but an attempt)



Error analysis



• Average Precision (AP)
– Good summary statistic for quick comparison
– Not a good driver of research

• Need tools to determine
– where detectors fail
– potential impact of particular improvements

Average precision evaluation is not enough

Typical evaluation through comparison of AP numbers

figs from Felzenszwalb et al. 2010Credit: Derek Hoiem



Tool for object detection analysis

http://dhoiem.web.engr.illinois.edu/projects/detectionAnalysis/



Analysis of object characteristics

Occlusion Level

Credit: Derek Hoiemhttp://dhoiem.web.engr.illinois.edu/projects/detectionAnalysis/



Top false positives: Airplane (DPM)

Other Objects 
11%

Background 
27%

Similar Objects 
33% 

Bird, Boat, Car

Localization 
29%

Impact of Removing/
Fixing FPs

AP = 0.36

Credit: Derek Hoiem



Top false positives: Dog (DPM)

Similar Objects 
50% 

Person, Cat, Horse

Background 
23%

Localization 
17%

Impact of Removing/
Fixing FPs

Other Objects 
10%

AP = 0.03

Credit: Derek Hoiem



Summary of False Positive Analysis

DPM v4 
(FGMR 2010)

Credit: Derek Hoiemhttp://dhoiem.web.engr.illinois.edu/projects/detectionAnalysis/



Challenging false positives

Credit: Derek Hoiemhttp://dhoiem.web.engr.illinois.edu/projects/detectionAnalysis/



ImageNet detection challenge



Dataset scale and complexity
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Caltech 101 
[Fei-Fei ‘04]

Algorithms:
[Berg ’05], [Grauman ’05],

[Zhang ’06], [Lazebnik ’06], 
[Jain ’08], [Boiman ’08], 

[Yang ’09], [Maji ’09] 
[Wang ’10], [Zhou ’10], 

[Feng ’11], [Jiang ’11], …

PASCAL VOC 
[Everingham ’07]

Algorithms: 
[Chum ’07], [Felzenszwalb ’08], 

[Wang ’09], [Harzallah ’09],  
[Bourdev ’09], [Vedaldi ’09], 

[Lin ’09], [Lampert ’09], 
[Carreira ’10], [Wang ’10], 

[Song ’11], [vanDeSande ’11], …

ImageNet 
[Deng ’09]

Algorithms:
[Deng ’10], [Sanchez ’11],  [Lin ’11], 

[Krizhevsky ’12], [Zeiler ’13], [Wang ’13], 
[Sermanet ’13], [Simonyan ’14], [Lin ’14],
[Girshick ’14], [Szegedy ’14], [He ’15], …

Datasets drive
computer vision progress



22K categories and 15M images

www.image-net.org Deng et al. 2009, 
Russakovsky et al. 2015

• Animals 
• Bird 
• Fish 
• Mammal 
• Invertebrate 

• Plants 
• Tree 
• Flower 

• Food 
• Materials

• Structures 
• Artifact 

• Tools 
• Appliances 
• Structures

• Person 
• Scenes 

• Indoor 
• Geological Formations 

• Sport Activity 

Slide credit: Fei-Fei Li



Allows evaluation of generic object detection 
in cluttered scenes at scale

Person 
Car 

Motorcycle 
Helmet

ILSVRC object detection task



ILSVRC object detection data



ILSVRC object detection data



ImageNet challenge: participation and performance

Credit: Fei-Fei Li & Jia Deng



Easiest and hardest categories

Olga Russakovsky*, Jia Deng*, et al. ImageNet Large Scale Visual Recognition Challenge. IJCV, 2015.



What are the remaining challenges?

1 20 200

Faces PASCAL VOC ImageNet challenge
[Everingham et al. IJCV10] [Russakovsky et al. IJCV15]

Number of
concepts



Impact of object scale on detection accuracy

[Russakovsky et al. IJCV 2015]

(ImageNet challenge 2013-2015 winning object detection entries)

Small objects are not 
necessarily difficult



Impact of object scale on detection accuracy

[Russakovsky et al. IJCV 2015]

(ImageNet challenge 2013-2015 winning object detection entries)

Untextured objects 
are difficult



Impact of object scale on detection accuracy

[Russakovsky et al. IJCV 2015]

(ImageNet challenge 2013-2015 winning object detection entries)

Man-made deformable 
objects are difficult



ILSVRC data, challenge, algorithms

http://image-net.org/challenges/LSVRC/

Olga Russakovsky*, Jia Deng*, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, 
Zhiheng Huang, Andrej Karpathy, Aditya Khosla, Michael Bernstein, Alexander C. Berg 
and Li Fei-Fei. (* = equal contribution) ImageNet Large Scale Visual Recognition 
Challenge. IJCV, 2015.

https://arxiv.org/abs/1409.0575

We’ll come back to this in the deep learning section of the course



Summary: key concepts

1. Object detection evaluation
2. Deformable parts model
3. Challenges in object detection



Next class: segmentation


